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Summary

» Wide area data transfers play an important role in science applications but rely on expensive infrastructure that often delivers disappointing performance in practice.

» We present a systematic examination of a large set of data transfer log data to characterize transfer characteristics, including the nature of the datasets transferred,
throughput achieved, user behavior, and resource usage.

» Our analysis yields new insights that can help design better data transfer tools, optimize networking and edge resources used for transfers, and improve the performance
and experience for end users.

» Our analysis shows that (i) most of the datasets as well as individual files transferred are very small; (ii) data corruption is not negligible for large data transfers; and (iii)
the data transfer nodes utilization is low.

1. Background, motivation, and data

| By using Globus GridFTP, about 20 billion files, totaling 1.8

: Exabyte between any two of 63,166 unique endpoints were
'transferred from 2014 to 2017. On average more than
125,000 files are transferred per minute in 2017.

-l

' We believe our findings can help:

: J Resource providers to optimize the resources used for data transferring;

I J End users to organize datasets to maximize performance;

' (J Researchers and tool developers to build new (or optimizing the existing) data transfer protocols and tools; Funding agencies to plan investments.

Petabytes and millions of files transferred via GridFTP using different clients. Data transferred by Globus (i.e., globusonline-fxp)
Vear fts_url_copy libglobus_ftp_client | globusonline-fxp | globus-url-copy gtal2-util Total National International Total
PBytes MFiles | PBytes =~ MFiles PBytes = MFiles | PBytes MFiles | PBytes MFiles | PBytes = MFiles Year | PBytes MFiles | PBytes MFiles | PBytes MFiles

2014 N/A N/A 111.23 746.59 39.81 1646.10 13.13 316.67 N/A N/A 176.24 3431.78

2014 41.44 1,865 0.78 26.9 42.32 1,892
2015 48.09 77.29 103.21 3841.96 52.89 2424.58 19.27 947.78 0.93 6.70 267.33 4435.13 20" 4 5 5 4 5
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Total | 634.67 923.53 | 360.3  3,473.16 | 294.71 11,572.73 | 64.05 3,513.35 | 56.89 3154 | 1,495.49 20,461.53 2017 | 109.16 4,162 3.23 94.3 | 113.50 4,264
2. Dataset characteristics
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3. Transfer characteristics
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4. User behaviors
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5 . E n d pOi nt C h a ra Cte ri StiCS Percentage of time active in 2017(%)

100 ) | Active means that there is at one transfer to/from the endpoint.
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