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Summary

» Disk-to-disk wide-area file transfers involve many subsystems and tunable application parameters that pose significant challenges for bottleneck detection, system
optimization, and performance prediction.

» Starting with log data for millions of Globus transfers involving billions of files and hundreds of petabytes, we engineer features for endpoint CPU load, network interface
card load, and transfer characteristics; and we use these features in both linear and nonlinear models of transfer performance.

» By using our features, for a representative set of 30,653 transfers over 30 heavily used source-destination pairs (“edges”), totaling 2,053 TB in 46.6 million files, we obtain
median absolute percentage prediction errors (MdAPE) of 7.0% and 4.6% when using distinct linear and nonlinear models per edge, respectively;

» We found that the contention at endpoints can significantly reduce aggregate performance of even overprovisioned networks. This result suggests that aggregate
performance can be improved by scheduling transfers and/or reducing concurrency and parallelism.

» The feature engineering work provides useful hints and insights for data science practitioners in wide area data transfer. It broadens understanding of factors that
influence file transfer rate by clarifying relationships between achieved transfer rates, transfer characteristics, and competing load.

1. Quantifying resource contention
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Structure of a Globus end-to-end file
transfer from source (left) to destination
(right), managed by cloud service.
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2. Factors that affect transfer performance
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Total number of bytes transferred.

Contentions from non-globus programs on endpoint also matter Tunable parameters matter
Transfer over ESnet testbed (less likely to have non-globus load on endpoints)
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Transfer over production DTN (more likely to have non-globus load on endpoints)
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3. Prediction and model based feature importance

Model-based feature importance
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